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(57) ABSTRACT

A medical three-dimensional observation apparatus includes
at least a pair of imaging units, a three-dimensional image
processing unit, a calculating unit, and an index superimpos-
ing unit. The imaging units image a .specimen from different
viewpoints. The three-dimensional image processing unit
displays a three-dimensional image of the specimen on a
display in accordance with images of the specimen. The cal-
culating unit calculates a region of a three-dimensional repro-
duction space of the display in which the three-dimensional
image of the specimen is to be reproduced. The index super-
imposing unit superimposes an annotation image on a depth
position corresponding to the region in which the three-di-
mensional image is reproduced.
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1
MEDICAL THREE-DIMENSIONAL
OBSERVATION APPARATUS

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is a Continuation Application of PCT
Application No. PCT/IP2013/063705, filed May 16, 2013
and based upon and claiming the benefit of priority from the
prior Japanese Patent Application No. 2012-123726, filed
May 30, 2012, the entire contents of both of which are incor-
porated herein by reference.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to a medical three-dimen-
sional observation apparatus which enables an image of a
specimen to be observed as a three-dimensional image. 2.
Description of the Related Art

Recently, there have been known microscopes and endo-
scopes for use in, for example, surgery that enable the obser-
vation of a three-dimensional image of the inside of the body
cavity of a specimen. These microscopes and endoscopes
(hereinafter referred to as medical three-dimensional obser-
vation apparatuses) that enable observation of three-dimen-
sional images make it possible to recognize the three-dimen-
sional structure of the specimen, and are therefore used in
various situations. Particularly in educational facilities, an
experienced doctor may guide students or trainee doctors by
showing them a particular part of an image of the inside of a
body cavity obtained by an electronic microscope. For such
guidance, the part is more clearly shown when specified in a
three-dimensional image than in a two-dimensional image. In
relation to this technique, there has been also known a tech-
nique for adding annotations such as arrows and comments to
aposition specified in an image (e.g., Jpn. Pat. Appln. KOKAI
Publication No. 2006-218233).

BRIEF SUMMARY OF THE INVENTION

According to an aspect of the invention, a medical three-
dimensional observation apparatus comprising: an imaging
unit comprising a first imaging system and a second imaging
system for an observation of a three-dimensional image, the
first imaging system including a first observation window and
generating a left image signal, and the second imaging system
including a second observation window and generating a
right image signal; an instruction unit operated by an
observer, configured to issue an instruction to move an anno-
tation image for the three-dimensional image as a two-dimen-
sional position information; a calculating unit configured to
calculate a depth position of the annotation image for the
three-dimensional image corresponding to a position indi-
cated by the two-dimensional position information on the
basis of a distance between an optical axis of the first imaging
system and an optical axis of the second imaging system; a
three-dimensional image processing unit configured to gen-
erate a left image and a right image for the observation of a
three-dimensional image on the basis of the left image signal
and the right image signal; an index superimposing unit con-
figured to calculate a display position of the annotation image
for the three-dimensional image on the basis of the depth
position calculated by the calculating unit and the two-dimen-
sional position information issued by the instruction unit, and
to superimpose the annotation image on each of the left image
and the right image on the basis of the display position; and a
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2

display configured to display the left image and the right
image superimposed the annotation image so that the obser-
vation of the three-dimensional image is able to be per-
formed, wherein the index superimposing unit compares a
distance corresponding to the depth position with a distance
corresponding to a periphery of the position indicated by the
two-dimensional position information, so that the display
position of the annotation image is always located before an
image of a specimen in the left image and the right image, and
superimposes the annotation image on each of the left image
and the right image to avoid the image of a specimen if the
image of'the specimen is located closer to the periphery ofthe
annotation image than the annotation image.

Advantages of the invention will be set forth in the descrip-
tion which follows, and in part will be obvious from the
description, or may be learned by practice of the invention.
The advantages of the invention may be realized and obtained
by means of the instrumentalities and combinations particu-
larly pointed out hereinafter.

BRIEF DESCRIPTION OF THE SEVERAL
VIEWS OF THE DRAWING

The accompanying drawings, which are incorporated in
and constitute a part of the specification, illustrate embodi-
ments of the invention, and together with the general descrip-
tion given above and the detailed description of the embodi-
ments given below, serve to explain the principles of the
invention.

FIG. 1 is a diagram showing the configuration of a medical
three-dimensional observation apparatus according to an
embodiment of the present invention;

FIG. 2 is a diagram illustrating the principle of a triangular
ranging method using binocular imaging systems;

FIG. 3 is a diagram illustrating the superimposition of a
virtual arrow image;

FIG. 41is a diagram showing the relation between the opera-
tion amount of an operation unit and the displacement amount
of the display position of the virtual arrow image;

FIG. 5 is a diagram illustrating an operation amount AM;

FIG. 6 is a diagram illustrating a movement amount Al in
which the virtual arrow image is simply moved on a two-
dimensional image;

FIG. 7 is a diagram showing the change of the movement
amount Al on a three-dimensional image when the relation
between the operation amount AM and the movement amount
Alis determined without considering the change of depth; and

FIG. 8 is a diagram showing the change of the movement
amount Al on a three-dimensional image when the relation
between the operation amount AM and the movement amount
Al is determined considering the change of depth.

DETAILED DESCRIPTION OF THE INVENTION

Hereinafter, an embodiment of the present invention will
be described with reference to the drawings.

FIG. 1 is a diagram showing the configuration of a medical
three-dimensional observation apparatus according to an
embodiment of the present invention. FIG. 1 shows an
example of how the medical three-dimensional observation
apparatus is applied to an electronic image microscope. The
technique according to the present embodiment is applicable
to various medical observation apparatuses which enable the
observation of a three-dimensional image. For example, the
technique according to the present embodiment is also appli-
cable to an electron microscope capable of three-dimensional
observation.
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A medical three-dimensional observation apparatus 10
shown in FIG. 1 roughly includes an imaging unit 101, an
image processing unit 102, a three-dimensional image dis-
play 103, and an operation unit 104. The medical three-
dimensional observation apparatus 10 can be connected to a
personal computer (hereinafter referred to as a PC) 20 to be
able to communicate with each other.

The imaging unit 101 has binocular imaging systems to
image a specimen 30 from different viewpoints. The imaging
unit 101 in FIG. 1 has imaging systems configured to have a
horizontal parallax. In other words, each imaging system
includes a lens and an image pickup device, and these imag-
ing systems are disposed a predetermined base length apart
from each other along a horizontal direction. The imaging
unit 101 may be configured to have a vertical parallax. In this
case, imaging systems have only to be disposed a predeter-
mined base length apart from each other along a vertical
direction. FIG. 1 illustrates the imaging unit 101 having the
binocular imaging systems. The imaging unit 101 may have
trinocular or more imaging systems.

A lens 1011R is a right-eye lens, and collects a light flux
from the specimen 30 to a right-eye image pickup device
1012R. A lens 1011L is aleft-eye lens, and collects a light flux
from the specimen 30 to a left-eye image pickup device
1012L.

The right-eye image pickup device 1012R has a configu-
ration in which a color filter is formed on a light-receiving
surface having two-dimensionally arranged pixels compris-
ing photoelectric conversion elements. The right-eye image
pickup device 1012R converts the light flux which has entered
the light-receiving surface via the lens 1011R to an electric
signal (imaging signal) corresponding to the light amount.
The left-eye image pickup device 1012L has a configuration
similar to that of the right-eye image pickup device 1012R,
and converts the light flux which has entered the light-receiv-
ing surface via the lens 1011L to an electric signal (imaging
signal) corresponding to the light amount. While CCD type
and CMOS type image pickup devices are mostly available,
any type of image pickup device may be used in the present
embodiment.

The image processing unit 102 includes an imaging signal
processing unit 1021, a calculating unit 1022, a three-dimen-
sional image processing unit 1023, and an index superimpos-
ing unit 1024.

The imaging signal processing unit 1021 includes a right-
eye imaging signal processing unit 1021R and a left-eye
imaging signal processing unit 1021L.. The right-eye imaging
signal processing unit 1021R processes the imaging signal
input from the right-eye image pickup device 1012R to gen-
erate right-eye image data. This processing includes analog
processing such as correlated double sampling (CDS) and
gain adjustment processing, analog/digital (A/D) processing,
and color imaging processing such as color balance correc-
tion processing and gray level correction. The left-eye imag-
ing signal processing unit 1021L has a configuration similar
to that of the right-eye imaging signal processing unit 1021R,
and processes the imaging signal input from the left-eye
image pickup device 10121 to generate left-eye image data.

The calculating unit 1022 calculates a region of a three-
dimensional reproduction space of the three-dimensional
image display 103 in which the three-dimensional image of
the specimen is reproduced during three-dimensional display
by the three-dimensional image display 103. This calculation
corresponds to the measurement of the distance between the
imaging unit 101 and each part of the specimen 30. The
distance between the imaging unit 101 and each part of the
specimen 30 is calculated by a triangular ranging method
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from, for example, a parallax between the right-eye image
data and the left-eye image data. The principle of the trian-
gular ranging method using the binocular imaging systems is
briefly described with reference to FIG. 2. When the speci-
men 30 is imaged by the use of the binocular imaging sys-
tems, light from a certain part of the specimen 30 enters a
pixel located x1 apart from the reference position in the
right-eye image pickup device 1012R, while the light enters a
pixel located x2 apart from the reference position in the
left-eye image pickup device 1012L. The following relation is
known to be satisfied:

L=Bxfl(x1+x2) (€8]

wherein B is a base length between the binocular imaging
systems, fis the focal distance of'the lens, and L. is the distance
from the lens to the specimen 30. In accordance with (Expres-
sion 1), the distance L to the specimen in any pixel can be
figured out by the detection of the parallax (x1+x2). The
parallax (x1+x2) can be detected by, for example, a block
matching method. The block matching method is a method of
detecting a particular block (a block including the specimen
30) of the left-eye image data and a block having the highest
correlation (e.g., a block having the minimum difference
absolute value) from the right-eye image data. In this
instance, the positional difference between the block of the
right-eye image data and the block of the left-eye image data
is the parallax (x1+x2). It is also possible to obtain distance
information pixel by pixel by performing the calculation
shown in (Expression 1) for each pixel.

The three-dimensional image processing unit 1023 con-
trols the three-dimensional display operation in the three-
dimensional image display 103. For example, a lenticular lens
method can be used as a method of the three-dimensional
display. According to the lenticular lens method, a lenticular
lens having cylindrical lenses is formed on the display surface
of the three-dimensional image display 103, and a right-eye
image and a left-eye image displayed on the three-dimen-
sional image display 103 are respectively brought into the
right eye and left eye of an observer by the lenticular lens to
provide a stereoscopic view to the observer. It should be
appreciated that the use of the lenticular lens method as the
method ofthe three-dimensional display is not necessary. The
present embodiment is applicable to various three-dimen-
sional display methods; for example, a liquid crystal lens is
used instead of the lenticular lens, or a naked-eye parallel
method is used.

The index superimposing unit 1024 superimposes an anno-
tation image (e.g., a virtual arrow image) on the three-dimen-
sional image ofthe specimen 30 during the three-dimensional
image display by the three-dimensional image processing
unit 1023 on the basis of the information on the distance to the
specimen 30 obtained in the calculating unit 1022 and opera-
tional information from the PC 20. Data of various annotation
images are stored in the index superimposing unit 1024 for
annotation image superimposition.

The three-dimensional image display 103 is, for example,
a liquid crystal display device having the lenticular lens
formed on its display surface, and performs three-dimen-
sional display in response to the input of the right-eye image
data and the left-eye image data from the three-dimensional
image processing unit 1023.

The operation unit 104 is the operation unit of the medical
three-dimensional observation apparatus 10. The operation
unit 104 is operated by the observer, and issues an instruction
to move a virtual arrow image 40 in a display screen of the
three-dimensional image display 103. The operation unit 104
is a pointing device such as a mouse.
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The PC 20 roughly includes a controller 201, an image
display 202, and an operation unit 203.

The controller 201 is, for example, a CPU. The controller
201 receives the left-eye image data from the left-eye imaging
signal processing unit 10211, and controls to display a two-
dimensional image corresponding to the received image data
on the image display 202. The controller 201 inputs informa-
tion on the operation by the operation unit 203 to the index
superimposing unit 1024.

The image display 202 is, for example, a liquid crystal
display device, and performs two-dimensional display in
response to the input of the left-eye image data from the
controller 201. The image display 202 may be a display
device capable of three-dimensional display.

The operation unit 203 is operated by the observer, and
issues an instruction to move the virtual arrow image 40 in the
display screen of the image display 202. The operation unit
203 is a pointing device such as a mouse.

The operation of the medical three-dimensional observa-
tion apparatus 10 shown in FIG. 1 is described below. When
the medical three-dimensional observation apparatus 10 is
activated by the observer, the specimen 30 is imaged by the
imaging unit 101. An imaging signal obtained by the right-
eye imaging system of the imaging unit 101 is processed by
the right-eye imaging signal processing unit 1021R. An imag-
ing signal obtained by the left-eye imaging system of the
imaging unit 101 is processed by the left-eye imaging signal
processing unit 1021L.

The right-eye image data obtained by the right-eye imaging
signal processing unit 1021R and the left-eye image data
obtained by the left-eye imaging signal processing unit
1021L are input to the calculating unit 1022. The calculating
unit 1022 calculates the distance to the specimen 30 pixel by
pixel from a parallax between the right-eye image data and
the left-eye image data. The pixel-by-pixel distance informa-
tion and parallax information are retained in the calculating
unit 1022.

The right-eye image data obtained by the right-eye imaging
signal processing unit 1021R and the left-eye image data
obtained by the left-eye imaging signal processing unit
1021L are also input to the three-dimensional image process-
ing unit 1023. The three-dimensional image processing unit
1023 controls the display operation of the three-dimensional
image display 103 so that the right-eye image corresponding
to the right-eye image data is displayed in the right-eye dis-
play pixels of the three-dimensional image display 103 and so
that the left-eye image corresponding to the left-eye image
data is displayed in the left-eye display pixels of the three-
dimensional image display 103.

The index superimposing unit 1024 superimposes a virtual
arrow image as an annotation image synchronously with the
three-dimensional display operation of the three-dimensional
image processing unit 1023. An example of the superimpo-
sition of an arrow image is described. Various annotation
images other than the arrow image may be superimposed.

At the time of the activation of the medical three-dimen-
sional observation apparatus 10, the virtual arrow image is
displayed at a fixed position (e.g., a central position) of the
three-dimensional image display 103. The parallax (x1+x2)
that conforms to the distance L in the part of the specimen
corresponding to the end position of the virtual arrow image
is given to the annotation images to be superimposed on the
right-eye image data and the left-eye image data so that the
annotation images will be superimposed with the same depth
as a specimen image displayed on the three-dimensional
image display 103 as a three-dimensional image.

10

15

20

25

30

40

45

50

55

60

6

The observer operates the operation unit 104 while watch-
ing the three-dimensional image displayed on the three-di-
mensional image display 103 or operates the operation unit
203 while watching the two-dimensional image displayed on
the image display 202, and thereby issues an instruction to
move the display position of the virtual arrow image. In
response to this operation, the index superimposing unit 1024
acquires, from the calculating unit 1022, distance information
L of the pixels at a position (X, Y) on the display screen
specified by the operation unit 104 or the operation unit 203.
This position (X,Y) is, for example, a position on the left-eye
image data.

After acquiring the distance information L, the index
superimposing unit 1024 changes the parallax of the virtual
arrow image 40 so that the virtual arrow image 40 is displayed
at the depth corresponding to the acquired distance informa-
tion L. When the position of the virtual arrow image 40 is
changed to the position (X, Y) on the left-eye image data, the
virtual arrow image 40 is superimposed on a right-eye image
R so that the parallax between the virtual arrow image 40 in
the right-eye image R and the virtual arrow image 40 in a
left-eye image L. will be (x1+x2) as shown in FIG. 3.

As described above, according to the present embodiment,
the parallax is given to the virtual arrow image 40 to be
superimposed on the three-dimensional image in accordance
with the actual distance of the position of the specimen 30
specified on the three-dimensional image display 103 by the
observer. Thus, as shown in FIG. 4, it appears to an eye E of
the observer that the virtual arrow image 40 is added to the
specimen in the intended three-dimensional image with the
same depth.

[Modification]

A modification of the present embodiment is described
below. In the example described above, the virtual arrow
image 40 is superimposed on the right-eye image data R and
the left-eye image data L. to give the parallax. Actually, when
superimposing the virtual arrow image 40, it is preferable to
superimpose the virtual arrow image 40 without hiding the
image of the specimen 30. To this end, when the position (X,
Y) is specified, the distance of the specified position (X,Y) is
compared with the distance of its periphery, and if the image
of the specimen 30 is located closer to the periphery of the
virtual arrow image than the virtual arrow image, the virtual
arrow image 40 is superimposed to avoid the image of the
specimen 30 at a near point. This prevents unnatural display
of the virtual arrow image 40 buried in the image of the
specimen 30 when the virtual arrow image 40 is displayed.

In the sense of the improvement in operational feeling, it is
preferable that the change amount of the display position of
the virtual arrow image 40 is linear relative to the operation
amount of the operation unit 104 or the operation unit 203.
The pixel-by-pixel distance L is known. Therefore, a display
position (X, Y, Z) in the three-dimensional image of the vir-
tual arrow image 40 is determined so that a change amount Al
of the display position of the virtual arrow image 40 relative
to an operation amount AM (X, Y) shown in FIG. 4 will be
constant. Here, it is preferable that the movement amount Al
is constant relative to the change in which the movement
amount including the movement amount in the depth direc-
tion is AM.

For example, an operation amount in which the observer
has moved the operation unit 203 (mouse) from coordinates
(x1, y1) to coordinates (x2, y2) as shown in FIG. 5 is AM. In
response to the operation amount AM, the virtual arrow image
40 is moved on the two-dimensional image from coordinates
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(X1, Y1) to coordinates (X2, Y2) as shown in FIG. 6. A
movement amount Al in this case is represented by the fol-
lowing expression:

Al=kxAM(k is a predetermined coefficient).

In the case of control in which the movement amount in the
depth direction is not included as in the above expression, the
virtual arrow image 40 moves on the three-dimensional
image display 103 at intervals indicated by the arrows A in
FIG. 7. As obvious from FIG. 7, the movement of the virtual
arrow image per unit time is faster in the depth direction, so
that the observer cannot perform fine pointing at the image
position where depth changes. To perform fine pointing even
at the image position where depth changes, it is necessary to
move the virtual arrow image 40 as shown in FIG. 8. The
distance between two points in the slope in FIG. 8 is repre-
sented by the following expression:

VIX1-X2)?+(Y1- 2P +(Z1-22)%)

wherein X1, Y1, and Z1 respectively represent horizontal
coordinates, vertical coordinates, and depth coordinates of
the virtual arrow image 40 before movement, and X2,Y2, and
72 respectively represent horizontal coordinates, vertical
coordinates, and depth coordinates of the virtual arrow image
40 after movement. If X2,Y2, and 72 are determined so that
the above expression will be Al, the virtual arrow image can
be finely operated even in the case of a subject which changes
in the depth direction. The operation amount of the operation
unit 104 or the operation unit 203 are matched to the displace-
ment amount of the virtual arrow image 40 in the three-
dimensional image as described above, so that it is possible to
smoothly provide an annotation to a desired position in the
three-dimensional image. Although the operation amount of
the operation unit 104 or the operation unit 203 are matched
to the displacement amount of the virtual arrow image 40 in
the present modification here, the movement velocity of the
operation unit 104 or the operation unit 203 may be matched
to the displacement amount of the virtual arrow image 40.

While it is possible to adjust the reproduction depth of the
specimen 30 in the display 103 by shifting the right-eye image
and the left-eye image in the horizontal direction in the three-
dimensional image processing unit 1023, the virtual arrow
image also includes giving a parallax to which its shift
amount is added.

Additional advantages and modifications will readily
occur to those skilled in the art. Therefore, the invention in its
broader aspects is not limited to the specific details and rep-
resentative embodiments shown and described herein.
Accordingly, various modifications may be made without
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departing from the spirit or scope of the general inventive
concept as defined by the appended claims and their equiva-
lents.

What is claimed is:

1. A medical three-dimensional observation apparatus

comprising:

an imaging unit comprising a first imaging system and a
second imaging system for an observation of a three-
dimensional image, the first imaging system including a
first observation window and generating a left image
signal, and the second imaging system including a sec-
ond observation window and generating a right image
signal;

an instruction unit operated by an observer, configured to
issue an instruction to move an annotation image for the
three-dimensional image as a two-dimensional position
information;

a calculating unit configured to calculate a depth position
of the annotation image for the three-dimensional image
corresponding to a position indicated by the two-dimen-
sional position information on the basis of a distance
between an optical axis of the first imaging system and
an optical axis of the second imaging system;

a three-dimensional image processing unit configured to
generate a left image and a right image for the observa-
tion of a three-dimensional image on the basis of the left
image signal and the right image signal;

an index superimposing unit configured to calculate a dis-
play position of the annotation image for the three-di-
mensional image on the basis of the depth position cal-
culated by the calculating unit and the two-dimensional
position information issued by the instruction unit, and
to superimpose the annotation image on each of the left
image and the right image on the basis of the display
position; and

a display configured to display the left image and the right
image superimposed the annotation image so that the
observation of the three-dimensional image is able to be
performed,

wherein the index superimposing unit compares a distance
corresponding to the depth position with a distance cor-
responding to a periphery of the position indicated by
the two-dimensional position information, so that the
display position of the annotation image is always
located before an image of a specimen in the left image
and the right image, and superimposes the annotation
image on each of the left image and the right image to
avoid the image of a specimen if the image of the speci-
men is located closer to the periphery of the annotation
image than the annotation image.
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